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The paper proposes a non-iterative training algorithm for a power efficient SNN classifier for applications in self-learning
systems. The approach uses mechanisms of preprocessing of signals from sensory neurons typical of a thalamus in a
diencephalon. The algorithm concept is based on a cusp catastrophe model and on training by routing. The algorithm
guarantees a zero dispersion of connection weight values across the entire network, which is particularly important in the
case of hardware implementation based on programmable logic devices. Due to non-iterative mechanisms inspired by
training methods for associative memories, the approach makes it possible to estimate the capacity of the network and
required hardware resources. The trained network shows resistance to the phenomenon of catastrophic forgetting. Low
complexity of the algorithm makes in-situ hardware training possible without using power-hungry accelerators. The paper
compares the complexities of hardware implementations of the algorithm with the classic STDP and conversion procedures.
The basic application of the algorithm is an autonomous agent equipped with a vision system and based on a classic FPGA
device.

Keywords: self-learning systems, classification, spiking neural networks, feature recognition, learning by routing.

1. Introduction
In addition to cloud solutions, where various artificial
intelligence (AI) methods are often used, edge computing
is becoming an increasingly common approach in the IoT
(Internet of things). Research proves that AI-based edge
accelerators make it possible to achieve comparable and
in many cases better performance in terms of power or
cost than traditional cloud servers (Liang et al., 2020).
In edge applications, various computer vision techniques
are widely used, especially neural networks (Raha et al.,
2021). However, nowadays, the development of neural
networks in this type of applications faces serious
limitations. Providing high precision deep networks,
implemented using the so-called 2nd generation neurons,
is difficult in mobile devices for several reasons. First of
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all, deep networks are characterized by a large number
of parameters (e.g., Resnet152 (He et al., 2015) or VGG
(Leong et al., 2020)). The number of parameters in this
type of networks is tens of thousands of times greater than
that of DSP (digital signal processor) blocks dedicated to
their implementation in most FPGA (field programmable
gate array) edge devices. Secondly, applications in
mobile devices often require real-time processing, which
is especially difficult to obtain using limited resources in
the hardware layer. The hardware implementation of 2nd
generation networks in edge devices often requires using
dedicated IPCores CMOS (Szczęsny, 2017). Designing
them is a time-consuming task and prototyping is very
expensive. The alternative is 3rd generation networks, i.e.,
spiking neural networks (SNNs). They are used, among
others, in image analysis (Meftah et al., 2010), pattern
classification (Nazari et al., 2020) and sound processing
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(Encke and Hemmert, 2018).
There are high hopes concerning spiking networks

due to better perception properties compared with 2nd
generation networks. This is confirmed by examples
of solving nonlinear problems using a single neuron
(Rowcliffe et al., 2006) or the possibility of real-time
processing of biological signals using only two-layer
SNNs (Szczęsny et al., 2021). They are also employed
in medical sciences for broadly understood modeling
of interactions in the nervous system (Bartłomiejczyk
et al., 2023). For all of the above reasons, research centers
an present biology-inspired neuroprocessors (Pisarev
et al., 2020; Mayr et al., 2019), and IT companies
are increasingly investing in their own neuroprocessors:
IBM—the True North processor (Cheng et al., 2017) or
Intel—the Loihi processor (Davies et al., 2018), which
already has a 2nd generation. There are other popular
architectures that are used, e.g., in image processing or
automotive industry: BrainScaleS, Neurogrid, SpiNNaker
and Akida.

Using dedicated neuromorphic hardware allows
reduction in power consumption of final implementations.
SNNs are several to several dozen times more energy
efficient compared with the currently popular CNNs
(convolutional neural networks) (Wu et al., 2022).
Despite this, new methods are still being sought to
improve the energy efficiency of these networks, e.g.,
through choosing the right architectures (Na et al., 2022),
learning with simultaneous power optimization (Neftci
et al., 2019) or tuning the learnable membrane time
constant (Fang et al., 2021). Additionally, a constant
challenge in the context of energy efficiency remains the
training of SNNs. Existing methods are highly iterative
in nature and some are very hyper-parameter-sensitive.
SNN iterative learning algorithms are also expensive
due to the time dependence between the signals in the
network. The learning time with iterative methods is long
due to the need to perform timed simulations at each step
of the learning algorithm. This is costly with standard
computer hardware even with parallel computing. The
heavily reduced computational resources of edge devices
are not dedicated to implementing such simulations. In
addition, the activation function of a spiking neuron is
nondifferentiable, which further increases the cost of
learning with, for example, backpropagation (SLAYER)
algorithms (Shrestha and Orchard, 2018). For these
reasons, training can be very complex. The most
important methods include (Li et al., 2020) gradient
descent methods, reinforcement learning methods,
STDP (spike-timing-dependent plasticity) methods and
ensemble learning methods.

Gradient descent cannot be used for SNNs out of
the box due to the nondifferentiable nature of such
models. However, multiple adaptation approaches have
been developed over the years (Li et al., 2020; Wu et al.,

2018b). These methods can yield comparable results
to deep neural networks but are computationally heavy
and limiting in terms of biologically plausible network
architectures. Reinforcement learning is also investigated
in terms of SNNs. For example, in the work of Ponghiran
et al. (2019) small spiking networks were trained with
success using Q-learning to play Atari games.

The existing approaches in this field are highly
iterative in nature. Of particular interest is the
STDP algorithm. It describes a mechanism for
strengthening/weakening synapses based on presynaptic
and postsynaptic spike timings. It falls under the category
of unsupervised learning algorithms, and there is evidence
that a similar mechanism is used in the brain (Markram
et al., 2012; Tazerart et al., 2019). Sometimes some
supervised learning algorithms are partially based on the
STDP mechanisms (Ponulak, 2008). However, the STDP
algorithm is not well developed yet and is difficult to use
for solving practical machine learning problems.

Most of all tuning of hyper-parameters can be
difficult and, if done incorrectly, it may render training
impossible. Apart from that, the need to compute layers’
responses in individual time steps makes the nature of the
algorithm to be highly iterative. Due to this fact, usage
of GPUs (graphics processing units) does not give the
same speed-up as in gradient descent methods for second
generation neural networks. Lastly, ensemble learning
methods also exist for spiking neural networks (Neculae,
2020; Hazan et al., 2018; Kozdon and Bentley, 2017).
These methods usually focus on training multiple models
in parallel and aggregating a unified response from them.
Depending on the hardware resources, these can provide
some performance gains due to distributed processing
(Kozdon and Bentley, 2017), but they still use regular
learning algorithms such as STDP to train single models
and thus suffer from the same shortcomings.

A separate problem is preparing a comprehensive
training set. For SNNs there are two choices: standard
machine learning datasets and neuromorphic datasets. A
great example of a standard machine learning dataset
is ImageNet (Deng et al., 2009)—a dataset used for
computer vision competition called ImageNet large scale
visual recognition challenge (ILSVRC). In the field of
deep learning, state-of-the-art-algorithms were presented
each year at this competition. Neuromorphic datasets
on the other hand, differ greatly from standard ones
as they are prepared in a way to mimic the stimuli
acquisition in the human brain. For computer vision,
these datasets are prepared using neuromorphic cameras
and reside in the form of event streams with added noise
(Li et al., 2017; Wu et al., 2018a). Examples of these
include N-MNIST and DVS-CIFAR-10. Neuromorphic
datasets may be a key to progressing the field of spiking
neural networks, but, unfortunately, they are very hard to
prepare as the preparation is largely manual and involves
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scanning images with image sensors to generate events (Li
et al., 2017; Wu et al., 2018a). Because of that, there are
not many neuromorphic datasets publicly available.

Despite the complexity of training algorithms,
spiking networks are increasingly popular. As mentioned,
one of the areas of their usage is autonomous vehicles.
Spiking neural networks are used in the analysis of data
from dynamic vision sensors (Xuelei, 2023), LIDAR
sensors (Albert et al., 2021) or for energy-efficient control
(Raz et al., 2023). The literature describes applications
of SNN networks in a control task of unmanned aerial
vehicles (UAVs) (Stagsted et al., 2020), computation
and control in space (Pereira-Pires et al., 2019), and
in examples of obstacle detection using neuroprocessors
(Salt et al., 2020) or solutions based on the Loihi
processor for applications in the automotive industry
(Viale et al., 2021). On the other hand, most modern
concepts of using artificial intelligence in mobile vehicles
assume self-supervised learning (Cech et al., 2021;
Vosahlik et al., 2021). However, such solutions are
mainly based on 2nd generation deep networks, which
are expensive to implement. An additional problem
is managing training data (Zhao et al., 2021). Taking
into account the popularity of edge computing, the
effectiveness of SNNs, their growing popularity in mobile
vehicles and limitations of current autonomous systems
based on artificial intelligence, we propose an effective
SNN training algorithm dedicated to image processing in
edge devices.

Due to the potential application of SNNs in image
processing, the solution described in the paper is based
on the functionality of a thalamus, which is a part of
a diencephalon. The thalamus is responsible for the
initial evaluation of signals coming from all senses,
except for smell, and sending them to the cerebral
cortex (Torrico and Munakomi, 2020). One of the basic
functionalities of the thalamus is preprocessing signals
from retinal axons of ganglion cells (Oster et al., 2004).
Inhibition phenomena observed in the thalamus allow
thalamocortical operations to dynamically match ongoing
behavioral demands (Halassa and Acsády, 2016). One
of the basic anatomical features of the thalamus is the
presence of atypical inhibition-induced spiking neurons
(Hua et al., 2022), whose model and possibility of
application in the classification task are described in
more detail in this paper. Due to the potential use in
self-learning agent applications and usually highly limited
resources in the hardware layer of edge devices, we
define several key assumptions for the network routing
algorithm:

• pruning: limiting network complexity by reducing
the number of synaptic connections and decreasing
the dispersion of synaptic weight values to reduce the
usage of hardware resources during implementation;

• quantization: increasing network capacity to provide
more memory in the network, the size of which is
strongly limited by hardware resources;

• simplification: providing a simple noniterative
training algorithm for the network, with the
possibility to find synaptic connections. This
approach makes it possible to train new patterns in
an adaptive mobile system, as long as the complexity
of the training algorithm is low.

The paper is organized as follows. Section 2
describes models of neurons of the thalamus used in
the research. Section 3 presents an architecture of an
SNN based on the anatomy of the thalamus. Section 4
focuses on the network training algorithm using single
patterns and including the reduction in weight dispersion.
Section 5 presents the results of network operation tests
concerning the problem of classifying everyday objects
and compares the hardware complexity of the algorithm
with other iterative SNN learning algorithms. The
paper ends with the summary of research results and a
discussion on the areas of their application.

2. T-C and C-C model
The architecture of a neural network dedicated to image
processing is based on the activity of a diencephalon
responsible for quick processing of a large number
of signals (Lim and Golden, 2007). These include
ones related to the following functions: sensory (touch,
pain, temperature), taste, hearing, attention, motor skills,
emotions, partly hippocampal functions and, above all, the
visual functions. Section 2.1 describes models of neurons
which build the thalamus, which makes up most of the
gray matter in the diencephalon. Section 2.2 describes an
effective model of a neuron based on the cusp catastrophe,
used, for example, for modeling emotions and designing
neuro-fuzzy decision systems.

2.1. Thalamo-cortical (T-C) neuron model. In this
research we use the Izhikevich model (Izhikevich, 2004),
which, among many models of spiking neurons, is
characterized by low complexity and, at the same time,
high accuracy of mapping biological aspects of real-life
neurons (Abusnaina and Abdullah, 2014). This model is
described by Eqns. (1), (2), (3) consisting of membrane
potential u and membrane recovery v variables. Iapp is
the sum of synaptic currents flowing into the soma of the
neuron:

dv

dt
= 0.04v2 + 5v + 140− u+ Iapp, (1)

du

dt
= a(bv − u), (2)
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Fig. 1. Response of a tonic spiking neuron (TS/T-C) to a trian-
gular excitation.

if v ≥ 30mV then
{

v ← c,
u← u+ d.

(3)

Dimensionless parameters a, b, c, d make it possible
to easily model one of the twenty types of neurons
defined by Izhikevich (2004). In the task of modeling
the activity of the thalamus, we used two models in
particular. The first one is the common tonic spiking
model obtained for the following set of parameters:
[a, b, c, d] = [0.02, 0.2,−65, 6]. Its response to the
triangular excitation is shown in Fig. 1.

The second model used is of the inhibition-induced
spiking type. As Izhikevich noted, a strange feature of
many neurons in the thalamus region is that they spike
when hyperpolarized by an inhibitory input (Izhikevich,
2004). The justification for this phenomenon is
deactivation of the calcium current, which leads to
tonic spiking during the injection of current into a
soma. The inhibition-induced spiking model is obtained
for the following set of parameters: [a, b, c, d] =
[−0.02,−1,−65, 8]. Its response to the triangular
excitation is shown in Fig. 2. Notice the decrease in
the frequency of spikes along with the increase in the
soma current, and thus the complementary nature of
operation of inhibition-induced neurons in relation to
tonic spiking neurons. It can be also noticed that the
activation of inhibition-induced spiking neurons requires
the application of almost twice as high currents to the
soma. Moreover, the frequency of generated spikes in
stimulated inhibition-induced neurons is higher than that
of spikes generated by tonic spiking neurons. Both
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Fig. 2. Response of an inhibition-induced spiking (IIS/T-C)
neuron to a triangular excitation.

the larger currents flowing into the soma, the higher
frequency of spikes force the limitation of the number of
inhibition-induced neurons, e.g., by using them only in
one layer.

2.2. Cusp-catastrophe (C-C) neuron model. The
second type of neurons used in our research is a model
based on the cusp catastrophe (Chen et al., 2016),
which uses probability density functions to model sudden
changes. This model is used, among others, in social
behavior analysis and explanation of health outcomes
(Chen et al., 2014), behavioral pathology during the use
of psychoactive and addictive substances (Guastello et al.,
2008) and HIV prevention (Chen et al., 2013). Currently,
it is employed used in designing deep neural networks
(Daw and He, 2020) as one of the simplest models of
a catastrophe. In this paper we decide to use the cusp
catastrophe model due to the use of the pattern mapping
approach employing a sequence of synaptic connections
in the network and ignoring the influence of connection
weights. The sensitivity of the cusp catastrophe model to
sudden changes of input is used to model the propagation
of a nerve spike induced by the detection of features
characteristic for individual classes of patterns.

The practical application of the cusp catastrophe
model is discussed using the example of the classifier
problem. Figure 3(a) shows an example of a pattern,
whose features are decomposed in Fig. 3(c). Figure 3(b)
shows a noisy pattern, and the decomposition of its
features is shown in Fig. 3(d). The probability Ppattern

of recognizing the noisy pattern depends on the sum of
probabilities Pφ of recognizing individual features φ in
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Fig. 3. Problem of classification based on the evaluation of fea-
tures: original pattern (a), noisy pattern (b), decomposi-
tion of features of the original pattern (c), decomposition
of features of the noisy pattern (d).

accordance with

Ppattern ∼
∑

Pφ∑
φ
, (4)

where the parameterφ is the index numbering the features.
The classifier operation defined as such, however, leads to
the need to provide the neural network with mechanisms
for estimating the probability of detecting features. Such
an approach also leads to a relatively large dispersion
of weights in the network, which are the basis of the
aforementioned estimation mechanism. Large dispersions
of weight values are disadvantageous due to the cost of
hardware implementation. As the dispersion increases,
the required amount of hardware resources needed to
represent network weights increases.

For example, weight implementation using an
FPGA technology requires the use of dedicated DSP
blocks, while zero-dispersion implementation does not.
Implementation of weights with a dispersion of 100
and with no DSP blocks requires about three times
as many LUTs (lookup tables) as the zero-dispersion
implementation. Meanwhile, the significance of a given
feature in defining the belonging of a pattern to a class
is not equivalent to the weight of this feature in the
analyzed image, i.e., the amount of data that represents
this feature. An example of an axiom is having the
wheels feature by the car pattern. In this case Feature 4
(wheels), characteristic for the pattern in Fig. 3, is of
greater significance than, for example, Feature 1 (roof),

but the weight, i.e., the number of pixels in the pattern, and
thus the number of synaptic connections in the classifier,
is exactly the opposite. The pattern in Fig. 3(d) cannot be
classified as car. The reason, however, is not the lack of
Feature 2 or the low weight of Features 1, 3 and 5, but
the lack of Feature 4. Such situations lead to a specific
non-equilibrium of the significance of features—some
features are preponderant in the classification process.
For this reason, Eqn. (4) cannot hold. The problem of
significance of features is one of the basic challenges
in creating classifiers. Its solutions are sometimes
very expensive to implement due to the need to grow
the network model (Chu et al., 2019) or to provide
mechanisms for removing feature interaction (Rajbahadur
et al., 2022). In order to effectively detect features by the
SNN implemented using edge solutions, it is necessary to
propose a simple feature weighing algorithm. The result
of the evaluation of features should constitute the basic
criterion, both in the process of pattern classification by
the trained network and in the earlier process of training
the network, as the basis for recognizing the pattern
presented at the network input as the new one, i.e., that
which can be remembered in the network.

In spiking neural networks, the membrane potential
of a neuron depends on both the activity of the neurons in
the previous layer, to which it is connected, and its current
state, e.g., the temporary phase of refraction. Therefore,
it is more efficient to sum the currents flowing into the
neuron, which depend less on its current state (whether
it is firing or not) and more on the activity of neurons in
the previous layer. In a spiking network stimulated by
current signals, the probability of detecting a given feature
φ is proportional to currents i(φ) representing the given
feature in the pattern according to

Pφ ∼
∑

i(φ). (5)

Without an additional mechanism of weighing
features, the claim about their different significance is
not fulfilled according to (5). Please bear in mind that
electromagnetic variables like currents or tensions can be
either positive or negative and that probabilities are always
positive while probability amplitudes can be positive,
negative or complex. The use of probability amplitudes
for describing an SNN is beyond the scope of this work
and will be addressed in a future paper.

For each feature φ it is possible to additionally
define current threshold ith, exceeding of which means
an unambiguous identification of the feature. The binary
understanding of the probability of detecting particular
features in such a model is defined by

Pφ(ith) =

{
1 if

∑
i(φ) ≥ ith,

0 if
∑

i(φ) < ith.
(6)

The feature φ is recognized or not depending on the value
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of the sum of all currents generated in the network for the
given feature presented at the network input.

However, the adoption of such a simple classification
method is impossible, primarily due to the high sensitivity
of the classifier’s response, especially in the vicinity of the
threshold ith. A separate problem would be the selection
of training data to establish the threshold parameter, which
conflicts with the self-learning agent concept. Focusing
on the implementation of biological learning mechanisms,
we used the cusp catastrophe model (CCM) to identify
features.

The mathematical description of the cusp catastrophe
defines a model of a dynamic system according to (Chen
et al., 2016)

dz

dt
=

dV (z;α, β)

dz
, (7)

where
V (z;α, β) = αz +

1

2
βz2 − 1

4
z4. (8)

The model includes control factors α and β, which
determine output variable z. In the case of spiking
neurons, the parameter controlling the behavior of a
neuron is the total synaptic current flowing into the soma,
while the output variable is the frequency of changes in
the functional potential of the axon, i.e., the generation
of voltage impulses. For simplicity, we assume that the
model does not use the bifurcation parameter, i.e., β = 0.
The so-defined model of a spiking neuron based on the
CCM is described by Huderek et al. (2019). Figure 4
features characteristics of C-C spiking neurons based on
the CCM model for both types of T-C neurons used to
implement the thalamus model: tonic spiking (TS) and
inhibition-induced spiking (IIS).

In addition to the dual nature of both types of T-C
neurons (TS and IIS), attention is drawn to the hysteresis
between the values of currents ith1 and ith2. Due to its
presence, equations for the frequency of spikes f are met
depending on the sum of all synaptic currents

∑
i that

flow into the selected neuron: Eqn. (9) in the case of the
TS/C-C neuron, i.e., of the tonic spiking type (Huderek
et al., 2019) and Eqn. (10) in the case of the IIS/C-C
neuron, i.e., of the inhibition-induced spiking type,

fTS/CC(t)

=

⎧⎪⎪⎨
⎪⎪⎩

fC if
∑

i > ith2,
fC if

∑
i > ith1 ∧ f(t− 1) = fC ,

fA if
∑

i < ith2 ∧ f(t− 1) = fA,
fA if

∑
i < ith1,

(9)

fIIS/CC(t)

=

⎧⎪⎪⎨
⎪⎪⎩

fA if
∑

i < ith1,
fA if

∑
i < ith2 ∧ f(t− 1) = fA,

fC if
∑

i > ith1 ∧ f(t− 1) = fC ,
fC if

∑
i > ith2.

(10)

Fig. 4. Cusp catastrophe model for both types of neurons: tonic
spiking and inhibition-induced spiking (Huderek et al.,
2019).

The original neuron model defined by Eqns. (1)–(3)
was modified with the cusp catastrophe model described
by Eqns. (10) and (9). After this modification, time
responses of T-C neurons based on a C-C model for a
triangular synaptic current are presented in Fig. 5 for
the Tonic Spiking (TS/C-C) type and in Fig. 6 for the
Inhibition-Induced (IIS/C-C) type.

Using the cusp catastrophe model described above to
estimate the probability of pattern classification based on
features leads to a three-state model. Due to the hysteresis
of the C-C model, Eqn. (6), when using the model, takes
the following form:

Pφ(ith)

=

⎧⎨
⎩

1 if
∑

i(φ) ≥ ith2,

is unknown if ith1 ≤
∑

i(φ) < ith2,

0 if
∑

i(φ) < ith1.

(11)

This approach offers a large margin of error and
increases the probability of a correct classifier response. It
should be noted that the large margin of error is the main
advantage of using the CCM and the C-C neurons defined
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Fig. 5. Response of a tonic spiking neuron (TS/C-C) based on a
C-C model to a triangular excitation.

with it. The classifier either returns the correct answer
(positive or negative) or no answer at all, suggesting the
possible practical application of a 3-valued logic in the
sense of Jan Łukasiewicz. Thanks to this, when using
the SNN classifier as a pattern memory in the application
of a self-learning agent, the hysteresis thresholds of
synaptic current ith1, ith2 of the model defined with
Eqn. (11) are activators for saving new patterns. The
basis for the decision to save a new pattern in the
classifier’s memory is the detection of a unique feature,
which activates the response of the C-C neuron. As
mentioned, the complexity of the problem of evaluating
the significance of features greatly exceeds the availability
of computational resources of edge computing. However,
the application of the three-state probability model leads
to a situation when the condition for saving the new
pattern in the classifier’s memory is determining the
uniqueness of features in relation to previously saved
patterns. Thresholds ith1, ith2 are not variables in the
learning process and are set to be identical for all features.

3. Thalamo-based architecture
The basis of the organization of neurons in individual
layers of the SNN demonstrated in this paper is a
phenomenon of lateral inhibition (Zhou et al., 2022). It is
one of the basic mechanisms of the functioning of nervous
systems based on inhibiting the activity of adjacent
neurons by stimulated neurons. This phenomenon is very
desirable, because it leads to a selective response of the
neural network, e.g., to selective, i.e., accurate mapping
of stimulated nociceptors (pain receptors) (Quevedo et al.,
2017). Here, too, the cusp catastrophe model is used as
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Fig. 6. Response of an inhibition-induced spiking neuron
(IIS/C-C) based on a C-C model to a triangular excita-
tion.

a tool for modeling mental behavior, e.g., in the context
of assessing suicidal behaviors induced by exposure to
complex factors, including pain (de Beurs et al., 2020).
Both the functioning of nervous systems based on the
lateral inhibition phenomenon, and the cusp catastrophe
model assumes the production of a complex response in
reply to a minor input function. In the discussed network
both mechanisms are modeled using the aforementioned
C-C neurons, the characteristics of which are shown in
Figs. 5 and 6. Unlike the classical characteristics of IIS
and TS neurons seen in Figs. 1 and 2, C-C models have
a large margin of error. This is an important feature of
the architecture, which makes it possible to apply learning
methods without optimizing network parameters using
iterative algorithms. The architecture of the SNN takes
into account stimulating successive layers stimulated by
signals generated for attributes (and not whole features)
of the image. These signals act as stimuli to C-C neurons.

Regardless of the cusp catastrophe model, the tonic
spiking and inhibition-induced spiking neurons are used
in the network. As mentioned, this is inspired by
the presence of both types of neurons in the thalamus,
which acts as a preprocessor of stimuli before sending
them to the cerebral cortex. The network has three
layers according to the previously described network
division: the decomposition layer, dividing the pattern
into properties (attributes which do not directly define
features), the feature layer, for cumulating properties into
features and the output layer, cumulating features into
groups of features, typical for each pattern.

In the process of network routing, dense connections
were abandoned in favor of the feature aggregation
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Fig. 7. Network architecture.

architecture in specific neurons. The details of this
algorithm are described in Section 4. At this stage,
however, it is worth mentioning that the average number
of connections per neuron is more than 100 times smaller
than for a typical dense connected network. Moreover,
each first layer neuron is only connected to one second
layer neuron. Such a strong reduction of connections
can be treated as a pre-learning pruning and leads to
homeostasis guaranteed by strong competition of neurons
in approaches using lateral inhibition and the STDP
learning method.

The basis for building a network responding to
pattern attributes is to estimate the maximum number
of synaptic connections for which the spiking neuron
selectively classifies the origin of the stimulus. In other
words, it is the maximum number of synapses to which
a neuron responds when the signal changes at one of
the synapses. It would be very difficult to achieve high
selectivity based on C-C neurons alone. Limitations
defined in Section 1, in particular the low dispersion
of weights, additionally make it difficult to obtain high
selectivity.

We solved this problem by using T-C neurons in the
feature layer and in the output layer, i.e., neurons with
spiking frequency dependent on the input current. This
makes it possible to completely eliminate the dispersion
of weights, i.e., to guarantee identical weights in all
synapses in the entire network. This significantly reduces
the cost of a hardware implementation of the network.
Ultimately, it has been verified that the maximum number
of neuron synapses in the decomposition layer for
which the presented neuron models respond selectively
when presenting an attribute on one of the synapses
was determined experimentally and equals 70. The
maximum number of connections per neuron is the basis
for grouping network input signals. The grouping of
information is the task of the second layer, i.e. the feature
one. The task of the third layer, i.e., the output one, is to
sum up information about the detected features. As in the
case of the decomposition layer, T-C neurons are used in
the other two layers due to the large amount of information
coming from the previous layers.

A simplified diagram of the network is shown in
Fig. 7. However, a detailed description of the network
routing algorithm is provided in Section 4.

4. Learning by routing

Iterative SNN learning algorithms such as the STDP one
are too expensive for applications in a self-learning agent.
SNNs learned with the STDP algorithm are characterized
by much larger sizes than, for example, networks learned
with conversion algorithms, and the STDP algorithm
itself is characterized by a much larger batch processing
time (Pietrzak et al., 2023). Iterative algorithms make it
possible to obtain competitive parameters of classifiers,
but in-situ training of the classifier cannot be done using
a mobile GPU/FPGA-based system in real time. It
is possible to implement STDP rules in hardware with
the use of neuromorphic equipment (e.g., SpiNNaker
(Diehl and Cook, 2014)); however, these solutions are
very expensive and still not very popular. A limitation
of classical algorithms is also the inability to train the
existing network with new classes without a significant
reconstruction of the network architecture.

A common drawback of learning multi-class
problems using the STDP algorithm is the catastrophic
forgetting phenomenon. This is a typical behavior of the
classifier, which forgets previously learned patterns in the
process of learning new patterns (Allred and Roy, 2020).
For the above reasons, we proposed effective learning
by a routing algorithm. The mechanism for creating
a network described below is based on routing neurons
based on image data, which leads to determining the
network size and the architecture of connections between
neurons in the network. We used an unsupervised method
of self-learning, inspired by the methods of training
associative memories such as Hebb’s rule or analytical
weight determination using the pseudo-inverse matrix.

Another difference in regard to STDP is using only
strong connections. Iterative methods use mechanisms of
strengthening or weakening synaptic connections, which
leads to a class representation using weight values.
However, it is also a source of dispersion of weight
values. In our algorithm the perception is embedded
in the connections themselves and not in the weights of
these connections, which is the effect of the mechanism
of efficient creation of strong binary connections with a
low implementation cost. The network training scheme
using M patterns represented by an image is shown in
Fig. 8. Additionally, Algorithm 1 presents stages of
the learning process in the form of a pseudocode. The
required preprocessing of the image is its conversion to
grayscale. That conversion does not affect quality as it is
a popular approach in the widely described event-based
vision processing (Gallego et al., 2022). Additionally,
a recommended but not obligatory process is histogram
equalization. Each M pattern is composed of i pixels
(p1..i). In the first step of the routing algorithm, patterns
are mapped to connections of a T-C+C-C neuron pair: one
tonic spiking and one inhibition-induced spiking neuron
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with a cusp catastrophe mechanism for each pixel p in the
pattern.

With these neurons, the spikes are sent to the feature
layer, which maps the pattern’s attributes on a catastrophic
curve. Each attribute, depending on its position on the
curve, is classified as active (the signal is transmitted
by the tonic spiking C-C neuron) or inactive (the signal
is transmitted by the inhibition-induced spiking C-C
neuron). This classification is described in Algorithm 1
in Lines 4–10. Due to the dual characteristics of TS and
IIS neurons and the hysteresis used in the C-C model, in
each case only one neuron in a pair of neurons activates
spiking. Whether or not the attribute will activate neurons
of the next layer depends on exceeding the i-th hysteresis
threshold. The next layer, the feature layer, aggregates
attributes that make up features. Sample responses of
a pair of C-C neurons for extreme values, i.e., with a
maximum synaptic current (equivalent of the white pixel)
and a minimum synaptic current (equivalent of the black
pixel), are shown in Fig. 9.

In the subsequent stages of the learning algorithm,
a subnetwork is created for each pattern M1..k. For
each pattern composed of i pixels, such a subnet consists
of three layers. The first one is comprised of pairs
of T-C+C-C neurons for each pixel of the pattern (in
Fig. 8 these neurons are marked with symbol N ). This
part of the subnet is a component of the decomposition
layer. For each M pattern, a matrix of subnet responses
is generated based on neuron responses from each pair
of N neurons. Based on this matrix, the structure
of the second layer of the subnet consisting of T-C
neurons is determined (in Fig. 8 these neurons are
marked with the symbol F and are part of the feature
layer). At this stage of the routing process, each F
neuron has synapses connecting it with neurons of the
decomposition layer which activated themselves for the
given pattern. Thus, making connections is similar to
learning rules by strengthening, but the network routing
algorithm is not an iterative algorithm. According
to the previous assumptions concerning selectivity, the
maximum number of synaptic connections Fmax in one
neuron equals 70. The attribute aggregation algorithm
selects successive neurons from the feature layer, provided
that the maximum number of synaptic connections was
reached in the neurons used so far. Creation of the second
layer is described in Algorithm 1 in Lines 11–13.

In a situation where pattern classes have common
features, their representation in the network is not
duplicated (Algorithm 1, Lines 14–19). A given feature is
represented by a constant number of neurons, even if the
feature is common for different classes. This approach
makes it possible to limit the network growth in the
case of training subsequent classes, which increases the
classifier’s memory capacity.

The last stage of subnet routing for individual

patterns is the selection of neurons from the output layer
in which there is one neuron (Ok) collecting information
from all neurons in the feature layer, which are active
in the case of presentation of the training pattern Mi.
Therefore, the last layer of the subnet for each pattern
contains a single neuron from the output layer. The
previously mentioned limitation of the maximum number
of synaptic connections for this neuron does not exist
anymore. The learning process ends with a clearing
mechanism which clears the first layer of the network by
removing unused neurons (Algorithm 1, Lines 30 to 34).

According to the previously adopted assumptions
concerning low implementation costs, all synapses in the
entire network, regardless of which layers they connect,
have the same weight value equal to 0.0001.

The final stage of training is cleaning the network.
This can be referred to as post-learning pruning. At
this stage, unused neurons of the first layer are removed.
Cleaning also checks that the created subnets represent
common features. Such a situation occurs when patterns
have the same attribute groups. The reduction in the
network size is based on using one neuron in the feature
layer for the same attribute groups. The cleaning process
reduces the size of the previously trained network. The
effectiveness of reduction depends on the number of
classes (K). The cleaning process removes unconnected
neurons from the first layer. The total number of neurons
after the cleaning process is

n′ = n× (1 − 1.81−K), (12)

where n is the total number of neurons before the process.
Let us summarize the most important advantages

of the presented algorithm. In contrast to iterative
methods, our approach makes it possible to analytically
route the network, similarly to methods used in classic
associative memories. Thanks to this, it is possible
to apply the algorithm in autonomous mobile devices
with their strongly limited computing power, not enough
to implement complex, biologically-inspired algorithms
such as STDP. Our algorithm offers the possibility
of training new patterns without having to retrain the
entire network with previously remembered patterns.
The algorithm is therefore resistant to the catastrophic
forgetting problem. Similarly, new patterns representing
already remembered classes can be used to train the
network, i.e., to add connections to existing subnets.
We offered a two-stage pruning of the network: before
training at the connection creation stage and after training
at the stage of eliminating redundant connections. Due to
limited hardware resources of mobile systems, we propose
a complete elimination of the weighting mechanism—all
weights in the entire network have the same value. Despite
the omission of the weight mechanism, the network has a
large capacity, which is presented in detail in Section 5.
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5. Experiments
To test how the network performs in a standalone agent
application, we used the Caltech dataset 256 (Griffin
et al., 2007) containing examples of everyday objects.
The photos were pre-processed: resized to the size of
70 × 70 pixels, the histogram equalized and converted to
grayscale. The task of the network was to classify objects
of the dataset. The network has an input size of 4900, and
in the input layer at the beginning of the training algorithm
there are 9800 neurons. Figure 10 presents example

training patterns belonging to five different classes. Next
to the patterns we show voltage signals generated at the
network outputs. These signals are analyzed over a period
of time T of 40 ms.

The traditional coding methods up to the first impulse
turned out to be ineffective due to the network producing
responses over a longer time horizon. Therefore, the
coding method finally used is the average time of
inactivity of the output tina, understood as the average
distance ti−1,i between impulses i − 1 and i in the
analyzed time window according to

tina =
1

i

∑
i

ti−1,i. (13)

and Fig. 11.
The number of generated and analyzed impulses

varies for different classes, but the neuron representing
a given class is the most active, i.e., it has the shortest
average inactivity time.

After training, without cleaning, the network has
an architecture of 9800 − 350 − 5 neurons in given
layers, and after the cleaning it is 9615 − 350 − 5. The
architecture of the network changes but the number of
connections remains the same. The average number of
connections per neuron in the discussed network is 1.89.
For a typical dense connections architecture, this value
would be 253.97 with the same size of the input image.
For the trained network, we used coding according to
Eqn. (13). Figures 12–16 present example results of
network operation for the test set created from the Caltech
dataset.

The accuracy of the network at this stage of learning
equals 87% and the precision for individual classes is for:
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Fig. 10. Network training patterns.

Fig. 11. Coding used in analyzing the activity of the classifier
outputs.

Bonsai: 1, Brain: 0.9, Screw: 0.73, Sneaker: 1, Tricycle:
0.86.

Additionally, we conducted an analysis of network
growth depending on the number of classes remembered
by the network. The result of this analysis is
shown in Fig. 17. The graph presents the size
of the network determined in the simulation for real
classification problems. The analysis presents the process
of remembering subsequent classes, starting with a single
one. The starting point on the graph (i.e., the number
of neurons in the network for a single class) is the same
for each set due to two features of the network creation
algorithm: the cleaning of unused neurons in the first layer
and aggregation of features common to different classes.
Adding more classes to the network memory results in
a slowing increase in the network complexity. This is
caused by the operation of the mechanism of finding
common features for classes and their non-duplication.

Due to the use of a training algorithm similar
to associative memory learning methods, the network
capacity can be determined depending on the number of
neurons. The minimum number of neurons Smin needed
to remember K classes of patterns of size x, with Fmax

connections per neuron in the hidden layer results from

Smin = x×
(
1 +

K

2 · Fmax

)
+K. (14)

This is an impossible case, assuming that only x
neurons were used in the hidden layer. This is a situation
where each subsequent learning pattern differs by 50%
from each previous grade. A difference below this
threshold would mean presenting the next training pattern
instead of the pattern representing the new class.

In turn, the maximum number of neurons results
from

Smax = x×
(
2 +

K

Fmax

)
+K. (15)

This case assumes that twice as many neurons are
used in the input layer, and the classes have no common
features at all. For this situation, each successive class
requires the use of x×K/Fmax neurons in the feature
layer. This case is also impossible.

Both of the above functions are linear and divergent.
This means that, as the number of classes increases,
the width of the range between Smax and Smin, which
includes the actual dependence, increases linearly. The
actual number of neurons needed to remember K classes
depends on the type of classes. However, it can be
assumed that, for complex problems, i.e., for a large
number of classes, the number of classes that can be stored
in memory is

K =
1

2
(Smax + Smin). (16)

On the basis of tests of networks with sizes of
10k–500k neurons, we found that the network capacity
can be estimated by the formula

K = 103× S

x
− 138, (17)

regardless of the training set. This dependency is valid
for problems with the complexity of at least several dozen
classes.

Finally, let us consider the complexity of the
hardware implementation of the described algorithm.
Table 1 summarizes the complexity of the network itself
trained with various algorithms and using the Caltech
dataset. The comparison is made for a five-class
classifier. We focused on three main algorithms:
STDP (supervised spike timing-dependent plasticity),
event-based backpropagation SSTDP (supervised spike
timing-dependent plasticity), which is characterized by
a high efficiency of training classifiers (Pietrzak et al.,
2023), and ANN-SNN conversion, which is distinguished
by a strong reduction in the complexity of the network
architecture. The comparison shows the number of
neurons, the number of synapses and the dispersion of
synaptic connection weights.

As can be seen, our implementation has more
neurons and fewer connections. To show how this
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Fig. 12. Results of network classification for “Bonsai” patterns.

Fig. 13. Results of network classification for “Brain” patterns.

Fig. 14. Results of network classification for “Screw” patterns.

Fig. 15. Results of network classification for “Sneaker” patterns.

Fig. 16. Results of network classification for “Tricycle” patterns.
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Table 1. Network architecture complexity for different learning algorithms.
STDP SSTDP ANN-SNN conv Our

Number of neurons 6 250 T-C 115 T-C 15 T-C 9 768 C-C, 353 T-C
Number of synapses 69 687 500 490 500 49 050 24 780
Weights dispersion [0, 741] [−5.71, 10.488] [−10, 10] 0

affects the complexity of the hardware implementation,
we made implementations using reconfigurable logic
devices (FPGA). The analysis was made for the Xilinx 7
family equipped with 6-input LUTs. We considered two
synthesis scenarios: using LUT blocks and dedicated
DSP (digital signal processing) blocks to implement
multiplication operations, and using only LUT blocks,
i.e., implementing multiplications with their help. The
results of the comparison are presented in Table 2.
The individual rows of the table present the demand of
the entire network for specific blocks. Note that our
implementation in all cases is characterized by less use of
hardware resources. Only in the case of using DSP blocks
the LUT utilization was more than three times higher
compared with the conversion algorithm. At the same
time, the use of DSP blocks is over nine times smaller.
The key parameter of FPGA accelerators, however, are
DSP blocks, which affect the price of accelerators.

It should also be emphasized that the network
implementation using the conversion algorithm is highly
inefficient due to the naive way of generating the structure
from a classical network and the use of frequency

coding. This type of coding requires much more steps
in the classifier simulation. The slow operation of the
network after the conversion will be compounded by
the slow hardware implementation. FPGA accelerators
are usually equipped with several hundred DSP blocks.
Only systems costing tens of thousands of dollars (e.g.,
Virtex 7) are equipped with about 5,000 DSP blocks.
Higher use of DSP blocks requires employing memory to
temporarily store the results. This further slows down the
ANN-SNN conv implementation, where most DSP blocks
are required.

6. Conclusion
In this work, we proposed an algorithm for training
spiking neural networks dedicated to implementation in
autonomous systems. The approach is strongly focused
on reducing the complexity of both the learning algorithm
and the final network. The presented solution, unlike other
learning algorithms, is a noniterative approach, which
enables in-situ learning, i.e., using an edge device. The
advantages of the approach also include a strong reduction
in the complexity of the SNN network itself through



480 D. Huderek et al.

Table 2. Hardware complexity of networks trained with different algorithms.
Training algorithm STDP SSTDP ANN-SNN conv Our

Using LUT and DSP blocks
Number of LUT blocks 2 301 212.5k 16 206.77k 1 621.55k 5 177.32k
Number of DSP blocks 139 381.25k 981.11k 98.12k 10.12k

Using only LUT blocks
Number of LUT blocks 21 885 043.75k 154 064.6k 15 408.5k 7 838.1k

the use of pre-learning and post-learning pruning and
quantization of weights. Thanks to the approach modeled
on associative memories, it is possible to estimate the
required hardware resources for teaching subsequent
classes. All these treatments translate into both lower
energy costs of the final device and a larger capacity of
the classifier itself. Additionally, the learned network is
resistant to catastrophic forgetting.
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